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OAK RIDGE NATIONAL LABORATORY'S FRONTIER SUPERCOMPUTER

TOP500 GREEN500
%OAKR:DQL . - .
N
Deneisy I.FFH ébnl\ﬁ'ﬁ.ﬂ ORNL'’s Frontier ORNL’s Frontier’s ORNL's Frontier
e MR, supercomputer TDS supercomputer supercomputer
AMD 1 S is #1 on the is #1 on the is #1 on the
TOP500. GREEN500. HPL-AI list.
* 74 HPE Cray EX cabinets
* 9,408 AMD EPYC CPUs,
37,632 AMD GPUs 1.1 exaflops of 62.68 gigaflops/watt 6.88 exaflops on the

performance on the power efficiency. HPL-Al benchmark.
May 2022 Top500 list.

* HPE Slingshot 11 interconnect

* 700 petabytes of storage
capacity, peak write speeds of 5

terabytes per second using Cray ‘.h ‘.h "o.
ClusterStor Storage System

: Sources: May 30, 2022 Top500 release * Frontier is number 2 on the Top500 Green List



THE NEW NORMAL:
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A HETEROGENEOUS FUTURE

Trends in Computing

» Rise of non-x86 processing...

e The “Cambrian explosion” — enhanced performance
through specialization

o Efficient use of resources

Key Requirements to Enable Heterogeneity

o FLEXIBLE - System architecture that allows us to
assemble and “compose for purpose”

« STREAMLINED - Easy to incorporate new silicon into
our workflows

o ABSTRACT - Programming environment to abstract
specialized ASICs to accelerate workload productivity

Signal processing, etc.

Deep learning/
Machine learning,
System modeling, etc.

HPDA Al
Monitoring, Classification, , ,
onitoring, Classification CED simulations,
Anomaly detection, HPC )
Hypothesis testing, Linear algebra,
Clustering, Optimization, PDE solvers,

Monte-Carlo, etc.

ooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo
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Next-generation integrated systems

STORAGE & DATA INFRSTRUCTURE & SYSTEM
MANAGEMENT SYSTEM SOFTWARE INTERCONNECT
| Holistic runtime environment |

Big Data, Al and HPC workloads

€&—Edge to Supercomputer(s) to Cloud(s) =»

&—— Delivered across organizations, as-a-Service, through federation =

~



CONTINUOUSLY ADAPTING TO TOMORROW’S PACE OF CHANGE

RESOURCE Assemble or Compose

COMPONENTS for Purpose

Wi-Fi/ 5G
| -

N

MEMORY

N

COMPUTE

EDGE DEVICE

e Near-zero power

e Persistent memory

o Al task-specific
accelerator

DATA

ACCELERATOR

INTERCONNECT

1

N

LARGE MEMORY SYSTEMS

» High-performance data analytics

e Large shared memory

CLOUD INFRASTRUCTURE

e Composable infrastructure
from every edge to any cloud

e Microservices in microseconds
at massive scale

( II/I

EXASCALE SYSTEMS

100,000+ components
Ultra-fast message passing
and checkpointing

20x more energy-efficient
than state-of-the-art

/
UL S Shal

.. AND BEYOND

W)Ll

e Optimized for Al / ML workloads

¢ Quantum computing
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DEMOCRATIZING Al
TO SOLVE THE WORLD’S
BIGGEST PROBLEMS

Neocortex@-hig h.-performance

Al system under development

to democratize access for researchers to
game-changi'h'g compuTe power for training -

Pathfmdmg

a new approach fo building an unconven’rtonal
architecture consisting of a large system
powered by extreme accelerators

. Courtesy of PSC.
‘ “,hTTp://p§c.édu A
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Hewlett Packard
Enterprise

(@erebras

SuperDome Flex
3x100Gb ' i

HDR

! 12 x 100Gb
! Ethemet

| 12x 100Gb
i Ethemet

200TB raw ﬂash ﬁlesystem

2 x 100Gb

HDR200 IB
leaf switch

HDR200 IB
leaf switch

Bridges-Il & Lustre Filesystem

Aggregate throughput 1200Gb 1200Gb 1600Gb
per stage each (raw) each (raw) (raw)




PENDULUM SWINGS BETWEEN HETEROGENEITY AND HOMOGENEITY
DRIVEN FIRST BY INNOVATION THEN STANDARDIZATION
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TRANSFORM PERFORMANCE WITH NOVEL PROG

Today, applications are
limited in reuse across
different accelerators and
systems vendors

The software layer can be
composed and customized
for right-sized solutions

| Software for diverse compute elements |-

ACCELERATOR
cru |7l cpu CPU CPU :
(large) (large) | | (smalD (small) ACCELERATOR
[ N ]
DRAM DRAM HBM SCM
EEEN NLLLE EEEN EEEN
EE N EE N EE N EE N
EEEEE LRI IRET Y EEEER
EEN EEN EEN EEN

RAMMING

Creating standardized
software that will work for
diverse architectures so that
everything can play together

¢ ¢ PHOTONIC INTERCONNECT

Allowing multiple compute
nodes to simultaneously
access a global memory pool



HETEROGENEOUS COMPUTING

Source code

TODAY

!

Source code

Compile &
optimize

L

l

Compile &
optimize

Build

il

v

Build

CPU CPU
(large) | | (small)

—

l

Source code

Source code

!

!

Accelerator

v

Accelerator

Accelerator

Compile & Compile &
optimize optimize
Build Build
v v
GPU FPGA

https://github.com/hst10/pvlog

S. Huang et al, PyLog: An Algorithm-Centric Python-Based FPGA
Programming and Synthesis Flow, IEEE Transactions on Computers, Dec. 2021

HEWLETT PACKARD LABS INNOVATION

Source code

!

‘ ‘ ‘ Platform-specific

Optimized high-level synthesized code compltion

Platform-specific

optimization
‘ M. Platform-specific
H Optimized low-level code : :
build
l Target platform
deployment

Accelerator

v
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A 4
Accelerator
CPU || CPU Unified hardware
(large) | | (smalb Accelerator GPU FPGA



https://github.com/hst10/pylog

LEARN MORE:
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https://www.hpe.com/us/en/collaterals/collateral.a00115507enw.Heterogeneous-Computing-3A-Point-of-View-and-Call-for-Action.html?rpv=cpf&parentPage=/us/en/resource-library
https://youtu.be/Aw5g6MBwGao
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Landscape Today

A Ease of development
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Graphcore’ < \VAV/A\V

ey, Gl - derverless

@ rebras XILINX @D - Epi Containers
A M D a NVIDIA.

1 urspean Frocmuse

9roq
Compartmentalization Granularity
>
Moving Beyond Containers
Heterogeneity: Serverless:
NVIDIA , AMD, Intel, and many startups infroduce new AWS Lambda, Azure Functions, Google Cloud
heterogeneous accelerators Functions are growing in adoption
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Heterogeneous &

< quantum > <_DNNASIC__D

@mpufaﬁonal s'rora§e> serverless
Qeuromorphic Ccontainer mgmt

CFPGA accelerators>
COS containers

bare metal aaS

innovation inflated expectations disillusionment

Other Virtualization Techniques
< GPU accelerators>

enlightenment adoption
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Heterogeneous Serverless Computing

What is it?
e HSC is workflow-optimized architecture inclusive of (compatible with) the public Cloud, for a set of
workloads broader than what the public Cloud can support

New scalable apps

: DevOps
Broad Al Adoption .
Growth of data<: experience
Composable Vertical integration

Data Analytics
y modular code

Serverless (UX) . .
Traditional HPC Heterogeneous Computing Architecture

Efficient resource
utilization

End of Moore’s Law



Why Heterogeneous Serverless Computing

Why is it necessary?

* Traditional apps embracing Al, Data Analytics, and HPC. Delivery models expand from on-prem to Cloud
* Need for standardized solutions; Interoperability, aligns well with Internet of Workflows

» Reduction in operational costs via serverless. Higher level of abstractions: fowards low-code/no-code

* Precision in time and resources: quantum of workload on quantum of resource

What will it enable for customers?

e End users: seamless scalability and fluidity of new applications

e Developers: increased programmer productivity

 Providers: performance efficiency to profitably run new applications

15



Business Landscape of the Future

e Growing demand
o Complex WW problems require timely solution: global warming, climate, pandemics, supply chain disruption, etc.
« HPC/HPDA achieves broader adoption for engineering needs in HPC and enterprise markets
o Al/ML transforms computing from Cloud to edge

e Evolving Supply
« Continued heterogeneity improves infrastructure utilization
« Workflow-composition deploys modern workloads where resources are available
« aaSs delivery, secured through modernized end to end architectures, dominates over traditional apps

e Closed Innovation
« Hyperscalers’ vertical integration is a key threat to innovation
« Major silicon vendors embrace hyperscaler lock-in model
o Accelerator startups use non-standard I/F for platform enablement

— | 16



Heterogeneous Serverless Computing

e Hypothesis: matching fine granularity of 0 4y PmceSCSFfJ(S)
. Q ——
accelerators with that of serverless 25 5, | cny
e Short time to execute, service lifetime ﬁ% 2x L —— Mixed
« Size of deployed code z g_
1x
0 20M 40M 60M 80M 100 M
Task Granularity (Matrix Entries)
Tools
Model —— HSC --= VM
Processor(s) — CPU — GPU — Mixed

~J
un
o

u
o
o

N
(%)
o

HSC
e <
v

Task Granularity (Matrix Entries)

Throughput
(GFLOPs/sec)

Deployment

: | 17



https://github.com/hst10/pylog

HSC Programming for Heterogeneity (with UC Irvine, Prof. Sitao Huang)

 Applications/frameworks developed in high-level languages

is this a problem?
» Huge gap between hardware and software abstraction levels « Start with Pylog compiler supporting collaborative computing

» Many applications need hardware acceleration
 Challenging to accelerate high-level apps due to abstraction gap ¢ PyLog + FaaS, enable accelerator support in serverless

HLS Design Flow

are we approaching the problem?

Front-End Analysis

RTL Design Flow

PyLog source code

@pylog
accel(a, b):
map(+, a, b)

H|gh Level Synthesis

accel(...);

Synthesis &
Implementation

I
I
|
'
I
I

HLS C Generation

Optimized HLS C Code

FPGA design in hardware
description language (HDL)

FPGA design

are we developing?

« Extend for data placement and movement (PCle, DDR, HBM,..)
» Account for heterogeneity (across nodes, accelerators, hosts..)

? What is the impact?
« Improved developer productivity, fewer lines of code (LOC)
« Easier system integration (e.g. cloud/edge FPGASs)
« Easier design space search, easier design migration

Distance
Distance
Sorting
Sorting Voti
oting
. Voting
Distance
prep(a, b): Distance
“o Sorting Sorting
dist_sort vote( Voting
: Votin
dist(c °
18
sort(c, d):


https://github.com/hst10/pylog

HSC Serverless Frameworks (with U. Chicago, lan Foster)

is this a problem?

« Many serverless frameworks exist that could serve as a platform

for HSC

« State-of-the-art frameworks do not fully support HPC/HPDA/AI

applications (e.g., heterogeneity, responsiveness)

are we approaching the problem?

« Surveying open-source, academia, scientific computing, industry

offerings

« Testing functionality from an HSC perspective

are we developing?
e Evaluation framework for serverless platforms

« Qualitative evaluation of existing serverless software
platforms (open-source, academia, industry)

? What is the impact?
« Identified funcX, Fission, and Kubernetes as forerunners
« Candidates support many HSC requirements but not all

« Suitable platforms can be used to implement our future
solutions

Fully Supported

Supported w/ external components

Further investigation needed

Not supported

Framework Heterogeneity Autoscaling Al Confainer HPC Open Maturity | Responsiveness
cpu | gPu | FPGA [ NIC i technologies Support SoErce

funcX ‘ ‘ ‘ ‘
Apache Airavata ’
Kubernetes 00 O O
0SS S I
Frame(\a/\rc\)/relisess ‘ ‘ ‘ ‘
Fission ‘ ‘ ‘ ‘
rFaas 0o o O O

19




HSC Application Performance Prediction (with AUB, Prof. 1zzat El Hajj)

I
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(a) 350.md execution time versus cost (b) 376.kdtree execution time versus cost (c) streamcluster execution time versus cost

are we developing?

e a) Service for schedulers, such as in Green Lake;
b) Service for customers; ¢) Libraries for CPE

— ? What is the impact?
Profiling metrics e Substantial interest by almost whoever we talk to

— 140.0
120.0

is this a problem?
are we approaching the problem?

Application

Profile on fingerprint w 138.8
configuration 1 <§t 60.0
(%]
Scales poorly 40.0
( 20.0 »a vt By pn se mx DM PN B4 5 ST S B X R <7 R > I > —
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: 120.0
> Regression L 1000
Profile on fingerprint Model % 800
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Step 1: Fingerprint Generation Step 2: Classification by Scalability Step 3: Performance Prediction <o c I 20




HSC Workflow Manager (HSC-WM)

Timel(s)

70

60 4

50 4

40

30

20

10 4

is this a problem?

The rise of computing heterogeneity & serverless will
empower ever more complex workflows

A fundamental part of the HSC technology stack is to be

able to manage these new workflows effectively
are we approaching the problem?
Review most likely use cases for HSC workflows

Explore capabilities of workflow managers built for other

calculations (e.g., HPC)

Build HSC capabilities on existing workflow managers to

create a fit-for-purpose HSC-WM

(a) Matrix multiplication

Processor
—o— CPU
—— GPU

T T T T T T
5000 10000 15000 20000 25000 30000
Matrix elements (NxN)

Time(s)

2.00

1754

1.50 A

1.25 4

1.00 +

0.75 4

0.50 -

0.25 A

(b) Array increments

are we developing?

Integrate existing serverless frameworks and add granularity
to the calculations.

Add performance prediction
Leverage energy aware capabilities.
? What is the impact?
Simplify the way fo create and run HSC workflows
Transfer HSC capabilities to other BUs (e.g., Green Lake, Cray)
Conftribute new use cases and workflows to Al for science.

Execution time speedup (KaaS vs. Cold start)

Processor
—e— CPU
—— GPU

500 ——— —

400 —————— —

300 —— —

Speedup factor

100 ———— —

0.2

0.4

0.6
Array Size(N)

0.8

1.0
le7

0

MatMult GA MCI DTW QC GraphNN <1

Applications



HSC Benchmark Framework

is this a problem?

 You can’t improve what you can’t measure: there exist no
tools currently fo measure performance of HSC platforms.

» Reproducibility is vital: quantifying uncertainty and noise is
not currently a priority in existing FaaS benchmarks.

are we approaching the problem?

« Collection of microbenchmarks (functions) that can be
composed info complex workflows to measure all
performance aspects of an HSC (or HPC or cloud) platform.

« Automated reproducibility controls.

» Automated statistical analysis, graphing, and reporting of
uncertainty and noise.

Macro-

» Benchmarking »

Micro-
Benchmarking
(functions)

Reporting

(automated

(workflows & statistics)

makefiles)

are we developing?

« Collection of microbenchmark functions.
« Portable launching framework for any FaaS/HPC platform.
 Standard workflows converted to standard Makefiles
« Statistical analysis and reporting

? What is the impact?
« Easier performance evaluation of platforms and applications.
« Measure any HPC/FaaS/HSC platform.
« Portable and reproducible performance tests.
« Automated statistics and reporting.

T
’ I
.
20 -
. L
Ll
L]

LIS

Task run time (s)

, |
I

Throughput (tasks/sec)

*#*‘I

0 10 20 30
No. of concurrent tasks
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HSC Heterogeneity- and Energy-Aware Scheduler

is this a problem? are we developing?

. HSC.appIiciTions are diverse and have different hardware « A heterogenous function and heterogeneity-aware scheduler
requirements

« Inefficient scheduling of functions reduces throughput and
increases energy consumption

« Current solutions do not include hardware-specific features
that support fine-grained scheduling, e.g., MPS with GPUs ? What is the impact?

 Enable special hardware/software features e.g., MPS for GPUs,
InfiniBand, Al accelerators within the proposed scheduler

» Customer or provider goal-specific algorithms for the scheduler

» The proposed scheduler will schedule heterogeneous functions
are we approaching the problem? on heterogenous hardware at run-time

« Exploring the effects of fine-grained heterogeneous function < Enable sharing hardware resources more efficiently
scheduling on energy and throughput

 Developing multiple test beds to study the problem 800
BASE TRA
700
Node - 1 2 600
CPU task
& Resource Launcher gm:ker CPU CPU task \: 500 '""F'L
— a ngine )
A CPUtask Submission HSC Docker Swarm 2 400
— ﬁ Scheduling |—>| |  Manager > S 300 LEe el
Framework MPS GPU || GPUtask iiiiiii
6Py sk [s.m]—' S ML B L A L L s i N N N NN NN -
GPU task 100
mwrm Mmﬂ“ NME_E O 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Performance Docker o (CPomE 0O 200 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400 2600 2800
Co-Filot (PCP) Engine
Makespan (seconds)

Cluster Power Measurement per Second 23



HSC Accelerator Communication Architecture (w/ UIUC, Prof Deming Chen)

is this a problem?

are we developing?

 Accelerators heavily rely on CPU for communication e Low overhead communication library that works with
(Overhead) devices from different vendors

« Different types of communication (Broadcast/All- o Communication scheduler that masks communication with
gather/reduce) not well defined for heterogeneity compute

» Universal memory addressing not available across  Universal virtual memory addressing across het. devices

accelerators

are we approaching the problem? ? What is the impact?

« Focus on understanding workflow communication pattern

« Create lightweight communication library to interact with
runtimes of heterogenous accelerators

N N W W
o U1 O Un

[y
(92

u

Task Completion Time (ms)
owuo

» Less communication overhead increases system throughput

« Communication architecture will facilitate adoption of
heterogenous accelerator framework

Lower CPU overhead (HSC) showing lower task
completion time for different application compared to
default (relying on CPU side API)

Data transfer Canny Edge DNN

Detector

B Default CUDA API

Inference

HSC



Internet of Workflows

HSC Programming
for Heterogeneity

Internet of Workflows

HSC Benchmarking
Framework

HSC Application
performance prediction

HSC Workflow Manager

Benefits of abstracting workflows

* Minimize data movement

* Performance efficiency

* Energy-aware scheduling

Dube, N., Faraboschi, P, Milojicic, D., Roweth, D., “Internet of
Workflows”, IEEE Internet Computing, Sept/Oct 2021

HSC Heterogeneity- and
Energy-aware Scheduler

HSC Heterogeneity- and
Energy-aware Scheduler

HSC Heterogeneity- and
Energy-aware Scheduler

4
=%

HSC Accelerator
Communication Architecture

HSC Accelerator
Communication Architecture

HSC Accelerator
Communication Architecture

Edge

Supercomputer

HSC Accelerator
Communication Architecture

On-premises/ColLo

Cloud




HSC & Internet of Workflows DEVOPS

HSC Programming HSC Benchmarking
for Heterogeneity Framework

HSC Application
performance prediction

Internet of Workflows

HSC Workflow Manager

[\

a4 . 9,
':—"JQQ‘

L] : C\C\

HSC Accelerator HSC Accelerator HSC Accelerator HSC Accelerator

Benefits of abstracting workflows
* Minimize data movement
* Performance efficiency

* Energy-aware scheduling

Dube, N., Faraboschi, P, Milojicic, D., Roweth, D., “Internet of
Workflows”, IEEE Internet Computing, Sept/Oct 2021

HSC Heterogeneity-and  HSC Heterogeneity-and  HSC Heterogeneity- and
Energy-aware Scheduler =~ Energy-aware Scheduler = Energy-aware Scheduler

Communication Architecture Communication Architecture Communication Architecture Communication Architecture

Edge Supercomputer On-premises/ColLo Cloud




Internet of Workflows SUSTAINABILITY

HSC Programming
for Heterogeneity

HSC Benchmarking
Framework

HSC Application

Benefits of abstracting workflows
performance prediction

* Minimize data movement
Internet of Workflows .
* Performance efficiency

* Energy-aware scheduling

HSC Workflow Manager policies
Dube, N., Faraboschi, P, Milojicic, D., Roweth, D., “Internet of
Workflows”, IEEE Internet Computing, Sept/Oct 2021
HSC Heterogeneity-and  HSC Heterogeneity-and  HSC Heterogeneity- and
Energy-aware Scheduler =~ Energy-aware Scheduler = Energy-aware Schedule

MEM
a4 o7 S
7 o 0 i)

| Q CC\

HSC Accelerator HSC Accelerator HSC Accelerator HSC Accelerator
Communication Architecture Communication Architecture Communication Architecture Communication Architecture

Edge Supercomputer On-premises/CoLo Cloud | 27




Summary

e HSC is workflow-optimized architecture inclusive of (compatible with) the public Cloud, for a set of
workloads broader than what the public Cloud can support

e We have proved HSC hypothesis of matching fine granularity of accelerators with that of serverless

» We are working towards productization of individual HSC components

HSC
e
v

Deployment

: Confidential | Authorized | 28
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Thank you

Questions?

BERGOENX

dejan.milojicic@hpe.com
twitter.com/dejanm
www.linkedin.com/in/dejanm
https://dejan.milojicic.com
www.facebook.com/dejan.milojicic
www.facebook.com/DejanHPE
www.instagram.com/dejanmilojicic



