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Our GridFM community has been growing

“IBM  Yorktown” 
workshop

Founding of 
GridFM working group

“Imperial  College” 
workshop

Joule GridFM 
Perspective Paper

GridFM
Linux Foundation

Energy project

GridFM Conference
@Argonne

First version 
of GridFM ?

Subgroups launched

Technology, Governance, Collaboration

Communication 
outreach



Why all this interest?



GridFM is an opportunity to cope with 
increasing complexity and uncertainty 

of the power grid

AI? 

Foundation models for the electric power grid in Joule, 8, 3245 (2024)



But wait a minute…
AI itself poses yet another major      

challenges to the power grid

AI? 

AI data centers



AI Data Center Power Demands are growing 
rapidly adding to the complexity and 
uncertainty of the electric grid

✓ AI pretraining as a dispatchable load (distributed energy resource) 
✓ Inference as a non-dispatchable (consumer driven) load 



Why did we think that AI Foundation Models                 
are a good idea for power grids?

AI Foundation 
Models excel in

Enabling 
tech

Opportunities 
to power grids 

• Predicting the next data 
“token” based on context                                                                              

Attention / 
transformer 
architectures

• Load and renewable forecasts
• Look-ahead transient and AC power flow

• PMU-based state estimation
• …

• Homogenization                                 
and adaptability

Self-
Supervision, big 
data & pervasive 

compute

• Economic viability by scaling across many  different 
grids and applications

(distribution/ and/or transmission; 
many different grids; quick customization)

• Collaboration platform
• …. 

• Massive Acceleration     
of simulations

Deep networks 
to map directly 

inputs to 
outputs

• Co-simulations for transmission & distribution
• (Transient and Optimal) AC Power flow
• Accelerated interconnection studies

• …
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AI Foundation 
Models excel in

Enabling 
tech

Previous 
Work (Geospatial FMs)

• Predicting the next data 
“token” based on context                                                                              

Attention / 
transformer 
architectures

• Excellent spatial &                                     
temporal reconstruction performances                                       

• Homogenization                                 
and adaptability

Self-
Supervision, big 
data & pervasive 

compute

• Adaptable to multiple downstream applications
• Improved data efficiency ana accuracy

• Massive Acceleration     
of simulations

Deep networks 
to map directly 

inputs to 
outputs

• 105 acceleration for weather 
forecasting compared to simulations

Why did we think that AI Foundation Models                 
are a good idea for power grids?



AI Foundation 
Models excel in

Enabling 
tech

Opportunities 
to power grids 

• Predicting the next data 
“token” based on context                                                                              

Attention / 
transformer 
architectures

• Power flow
• Load and renewable forecasts

• State estimation
• …

• Homogenization                                 
and adaptability

Self-
Supervision, big 
data & pervasive 

compute

• Scaling across different grids
• Collaboration platform

• …. 

• Massive Acceleration     
of simulations

Deep networks 
to map directly 

inputs to 
outputs

• (N-k) contingency analysis with k>1
• Co-simulations for transmission & distribution

• Transients and Optimal Power flow
• Accelerated interconnection studies

• …
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Steps to define GridFM-v0  

Data Models

What (high-value) downstream tasks can be addressed in a 
scalable Foundation Model approach?

Use cases

What data content is 
required for pre training, 
finetuning and inference?

What technologies are 
required to build such a 
foundation model?

GridFM?



The answer we came up with: FM pretrained                          
for power flow

Power flow estimations are at the core of operating, 
controlling and planning the electric grid 



Humbled beginnings: GridFM-v0                   
pretrained on power flow data 

Reconstructed Graph 𝒢Masked Graph 𝒢′

Load bus 
Generator bus
Slack bus
Line

Puech, Alban, Jonas Weiss, Thomas Brunschwiler, and Hendrik F. Hamann. 
"Optimal Power Grid Operations with Foundation Models." arXiv preprint 
arXiv:2409.02148 (2024).



We are starting with 
public grids… 

• IEEE 14-Bus System
• IEEE 24-Bus System
• IEEE 30-Bus System
• IEEE 39-Bus System
• IEEE 57-Bus System
• IEEE 118-Bus System
• IEEE 300-Bus System
• GB network
• ACTIVSg200
• ACTIVSg500
• ACTIVSg2000
• ACTIVSg10k
• ACTIVSg25k
• ACTIVSg70k
• ....



Pretraining Data Generation for GridFM-v0    
from public grids

Load & 
Case 

files

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

Grid-level, bus-
level and load 

perturbations

𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿 𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

Grid topology 
perturbation

𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿 𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿 𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿 𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿 𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿 𝑝𝑑, 𝑞𝑑, 𝑝𝑔, 𝑞𝑔, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿

Solve OPF & 
generation 
dispatching

Interior 
Python 
Solver:
PyPower

PowerModels

Solve Power 
Flow

Newton 
Raphson:
PyPower

PowerModels



Self-supervised pretraining with                           
Masked Autoencoder

Data Data 
normalization

Base MVA. p.u. 
system

Physics-informed 
loss functions 

𝑆𝑖,𝑘 
𝑆𝑖,𝑗 

𝑆𝑖,𝑙 

𝑆𝑖
𝑔𝑒𝑛

𝑆𝑖
𝑙𝑜𝑎𝑑

𝑆𝑖 = 𝑆𝑖
𝑔𝑒𝑛

− 𝑆𝑖
𝑙𝑜𝑎𝑑 = 𝑆𝑖

𝑡𝑟𝑎𝑛𝑠

𝐿 = 𝑤1𝐿𝑀𝑆𝐸 + 𝑤2𝐿𝑃𝐵𝐸

Linear combination of  
MSE and power loos

Masking

Each node feature is being 
masked with 0.5 probability

(𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿)6, 𝑡1

(𝑝𝑑, 𝑞𝑑, 𝑣, 𝛿)4, 𝑡1
1

4

3
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𝑆4,6 

𝑆4,5 

𝑆1.4 
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𝑆2,3 

𝑆4,5 

GridFM-v0 
pretraining

TransformerConv 
(Graph Neural 

Network)

…



Masking for pretraining 
and finetuning
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✓ Pre-training on five small networks (total of 75k load scenarios)

✓ Fine-tuning on larger network (18k load scenarios)

Can GridFM-v0 generalize to new grids?



Accelerated convergence and improved                           
data efficiency achieved by pretraining

• GridFM-v0 converges faster during finetuning than specialized supervised model
• Readily adaptable to 2000+ grids in the US alone



Early results - GridFM emulates power flow faster                      
…and even better than DC solvers

Still some ways 
to go but there 
is a clear 
pathway



Can’t I do all this with ChatGPT?
ChatGPT o1

Unfortunately, wrong result but still impressive….



GridFM Roadmap: from POC to hardened implementation
… towards general grid intelligence (GGI)

Reconstruction of bus-
variables based on synthetic 
data with physics-informed 
loss for many topologies with 
local attention

Base-GridFM

P
ro

o
f-

o
f-

c
o

n
c

e
p

t Establish down-stream tasks 
and benchmarks:
• Power Flow  
• State Estimation
• Contingency analysis
• Cascading failure

Applications & Tasks

P
ro

o
f-

o
f-

g
en

er
a

liz
at

io
n

Curate pre-training and fine-
tuning data sets:
• diverse grids and operation 

scenarios incl. edge cases
• sampling reshape training 

data distribution 
• labels for applications

Real-World Data

H
a

rd
e

n
in

g

Methods to share sensitive 
data:
• Generative models
• Differential-privacy
• Federated learning
Defense against model 
attacks:
• Model inversion attack

Data & Model Hygiene

G
o

ve
rn

an
ce

Implement tools to support 
model up-take, dev. 
experience: 
• low-code GridFM tooling
• model life-cycle 

management
• scalable inference

Tooling

O
p

e
ra

ti
o

n
s

Base-GridFM Extension

Demonstrated GridFM KPI’s:
• Reconstruction capability
• Generalization across topologies
• Inference speed-up 
• Data efficient fine-tuning

22IBM Research / © 2025 IBM Corporation



Grid Foundation Model Life-Cycle

Grid-FM
Encoder

D
e

c
o

d
e

r

Bus 
Masking

Reconstructed 
Input

Pre-trained 
Foundation Models

Filtering and 
Sampling

Data Quality 
Requirements

Diverse 
Data Set 

Task Specific 
Data & Labels

Pre-Training: self-supervised

Large & 
diverse 

data set

Fine-Tuning: supervised

Classification

Regression

Forecasting

Grid-FM
Encoder

Loss = MSE +
Physics-based 

extension

Hyper-parameter 
optimization 

Benchmarking 
module

Operations: inference

Filtering and 
preprocessing

Prompt

Task Specific Heads

Few 
examples 

and labels

Operation 
at scale

Head
Grid-FM
Encoder

Private Data Set 

e.g.
Power
Flow
estimation

23IBM Research



Large Language Model

LLM vs. Scientific FMs: same-same but different

Weight count ~1’500 Billion
Model size ~2.8 TB

Training data:
unfiltered ~75 TB

pre-processed ~3 TB
→Model size to training data ratio: 1
    (GPT-3: 0.6)

Weather FM

Electric Grid FM

Time-Series FM

Vision FM

Gen-Video FM

NLP & Vision Models Scientific Models

GPT-4

30 
Billion

SAM

MovieGen

GridFM

Chronos

Prithvi-WxC

Pre-training run
~25’000 GPUs

~100 days

600 
Million

50 
Million

700 
Million

2.3 
Billion

64 GPUs
0.001 model/data

1GPU
0.001 model/train-data

Attributes of Scientific FMs : 
i) They are orders of magnitude small compared to LLMs,
ii) they do not need 10’s of thousands of GPUs to be trained and
iii) their training data volume is much larger than the model size – they 

may not have the capacity to memorize “all” the data.
iv) The fine-tuning of a Scientific FM requires typically only one GPU!

24IBM Research



Privacy & Data Protection Methodologies

Mitigate Transfer of Sensitive DataAnonymization of Sensitive Data

Differential Privacy

Name Disease

Bob y

Alice n

Otto n

Database

Was Alice tested positive?

Heads:
true answer

Tail:
Depends on 
second coin flip

no
Heads: 

yes
Tail: 
no

Perturb sensitive data while maintaining 
statistical utility

25

Central Model
Transfer of 
weights or
weight updates

Federated Learning

25IBM Research / © 2025 IBM Corporation
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GridFM Roadmap: from POC to hardened implementation
… towards general grid intelligence (GGI)

Reconstruction of bus-
variables based on synthetic 
data with physics-informed 
loss for many topologies with 
local attention:
+ topology agnostic 
+ speed-up
+ performance increase to DC
+ data efficiency

Base-GridFM

P
ro

o
f-

o
f-

c
o

n
c

e
p

t

Temporal reconstruction:
• Look-ahead power flow & state
Model coupling & multi-modal 
data (time-seriesFM, weatherFM, 
LLM):
• Load & renewable generation 

forecasting

Forcast-GridFM

Advanced model architectures:
• Alternative data representation 

& tokenization
• Scalable local-global attention

Base-GridFM+

Establish down-stream tasks 
and benchmarks:
• Power Flow  
• State Estimation
• Contingency analysis
• Cascading failure

Applications & Tasks

P
ro

o
f-

o
f-

g
en

er
a

liz
at

io
n

Curate pre-training and fine-
tuning data sets:
• diverse grids and operation 

scenarios incl. edge cases
• sampling reshape training 

data distribution 
• labels for applications

Real-World Data

H
a

rd
e

n
in

g

Methods to share sensitive 
data:
• Generative models
• Differential-privacy
• Federated learning
Defense against model 
attacks:
• Model inversion attack

Data & Model Hygiene

G
o

ve
rn

an
ce

Implement tools to support 
model up-take, dev. 
experience: 
• low-code GridFM tooling
• model life-cycle 

management
• scalable inference

Tooling

O
p

e
ra

ti
o

n
s

Base-GridFM Validation

GridFM Family Extension

26IBM Research / © 2025 IBM Corporation



Foundation Model Coupling & Workflows

Grid Foundation Model

Time-Series Foundation Model

• Now-casting
• Down-scaling
• Extreme events

Multivariate time 
series estimations

Load
forecasting

Renewable
forecasting

Weather Foundation Model

Large-Language Model

Feature mining from 
news & social media

Exogenous 
factors

Grid related fore-
casting tasks

10’000x speed-up

Zero-shot capability

Historical context
Forecast 
horizon

C
h

a
n

n
el

s

Target 

Conditional

Exogenous

Control

Advanced text understanding

27IBM Research / © 2025 IBM Corporation



GridFM Roadmap: from POC to hardened implementation
… towards general grid intelligence (GGI)

Reconstruction of bus-
variables based on synthetic 
data with physics-informed 
loss for many topologies with 
local attention:
+ topology agnostic 
+ speed-up
+ performance increase to DC
+ data efficiency

Base-GridFM

P
ro

o
f-

o
f-

c
o

n
c

e
p

t

Model to deal with spatio-
temporal data enabling:
• Instability localization & 

anomaly detection from PMU 
data

• Disaggregation (super-
resolution) from AIM and PMU 
covariates

HighRes-GridFM

Optimal Power Flow: 
reconstruction under constraints 
and objective:
• Loss encoded constraints & 

objective
• Reinforcement learning

Optimal-GridFM

Temporal reconstruction:
• Look-ahead power flow & state
Model coupling & multi-modal 
data (time-seriesFM, weatherFM, 
LLM):
• Load & renewable generation 

forecasting

Forcast-GridFM

Scenario analysis by chain-of-
thought, agentic workflows:
• Remedial-action
• Expansion planning
• Explainable AI

Advisor-GridFM

Advanced model architectures:
• Alternative data representation 

& tokenization
• Scalable local-global attention

Base-GridFM+

Establish down-stream tasks 
and benchmarks:
• Power Flow  
• State Estimation
• Contingency analysis
• Cascading failure

Applications & Tasks

P
ro

o
f-

o
f-

g
en

er
a
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at
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n

Curate pre-training and fine-
tuning data sets:
• diverse grids and operation 

scenarios incl. edge cases
• sampling reshape training 

data distribution 
• labels for applications

Real-World Data

H
a

rd
e

n
in

g

Methods to share sensitive 
data:
• Generative models
• Differential-privacy
• Federated learning
Defense against model 
attacks:
• Model inversion attack

Data & Model Hygiene

G
o
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Implement tools to support 
model up-take, dev. 
experience: 
• low-code GridFM tooling
• model life-cycle 

management
• scalable inference

Tooling

O
p

e
ra

ti
o

n
s

Base-GridFM Validation

GridFM Family Extension
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Let’s scale the Models

and enjoy the Workshop!
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