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Introduction of the ATLAS experiment
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Towards HL-LHC (x5 luminosity)
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Scale of ATLAS Computing
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e 10x increase in data volume
e  Greater event complexity
e Exabyte-scale storage
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ATLAS data processing model

Software workflow

:| Output format

Wall clock consumption per workflow
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ATLAS data processing model

Distributed Infrastructure

e Tier-0 (CERN):
o  First-pass processing of raw data
o  Distributes data to Tier-1 centers
e Tier-1 Centers:

o Large-scale storage and reprocessing
o  Backup copies of critical data

e Tier-2 Centers:
o  Simulation and analysis tasks

e Tier-3 Centers:

o  Local user analysis and prototyping

Over 140 computing sites worldwide — processes 25 PB o
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ATLAS Computing model

‘Accessed Data by Access Time. ©Lastyear
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Physics users
and groups

Data interactions Workload interactions
Location lookup,
dataset creation
and replication

Rucio Qe | regieEt The Production and Distributed Analysis
Data management software framework PanDA
=

Based on xrootd service for data streaming data-driven workload management system

>130 storage sites worldwide

One site can have >1 storage element
° Production disk
° User disk

>140 compute sites
worldwide
One site can have >1

Harvester Harvester Harvester

e  Group disk 1 : é compute element
[ A J .
Storage Compute Object Cloud ° Prod uc_tlon
Element Element Store Compute L4 AnaIyS|s
— ° Low memory
I % (2GB/core)
! e  High memory
o] | o] |- (6GB/core)

Grid HPC Clouds
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PanDA WFMS

PanDA server + Harvester(&Pilot)

submit tasks

JEDI — high-level engine to tailor workload
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HPC model

European HPCs (Vega)
= Same environment as the Gird sites (Grid mode) -> All kinds of workflow
— CVMFS (distributed software, config and condition data) + squid(Frontier) for caching
—  Xrootd service for data streaming
US HPCs (Perimutter & Frontera @ TACC)
= Highly customized (each HPC treat separately) -> MC simulation initially + Event Generation (high mem)
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CPU jobs on US HPCs

Submitted jobs

~40M jobs submitted in Nov. 2024

Value Percent

\ N = GRID 311 Mil 81%
: hpc 4.31 Mil 1%
A == cloud_special 1.44 Mil 4%
A
| == cloud 989 K 3%
| hpc_special 349 K 1% |
) = Tier-0 95.3K 0%
\ = gpu 291K
\ JY
A
\\ /
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Submitted jobs

Value Percent

_| 277 K 79%

== TACC-FRONTERA-UCORE 461K 13%
== TACC-FRONTERA-SCORE 23.2K 7%
== TACC-FRONTERA-TEST 231K 1%
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~100K SU used in 2024@TACC

TACC job states TACC jobs status

o finished §
o failed
@ closed

o finished
o failed
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TACC timing and efficiency TACC input-output

& Export

jobstatus: Descending v Count v Queue time v execution v Total time bk 1 4.62TB 40' 908
input size input files

finished 36,918 11,081.58 2,421.665 4 hours

failed 2,969 8,543.823 35.661 5 hours (

closed 1,104 2,670.164 0 45 minutes C 37.66TB 39,085

output size output files

Job throughput
workload balance: flat is preferred
I/0 limitation: job exceeds 200GB

Memory limitation: Sherpa Generation can up to >10GB/core
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GPU & ARM

Simulation production on ARM
Software R&D to utilize GPU
Geant4, celeritas, ACTS, etc.

Celeritas

Completed jobs Cumulative
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User’s Al/ML job on GPU

HPC: users added to collaboration allocation

Perlmutter is open for all ATLAS users, investigating Aurora

Integrating GPU queue via PanDA
Analysis Facility (Tier3)

Fully environment & software support for ATLAS users

GPU usage on Perlmutter (ERCAP)
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Summary

e ATLAS distributed computing model supports a wide range of resources
o Capable for tens of PB data processing / week

o HL-LHC demands significant scaling and R&D effort

e Moving Forward

HEP-CCE

o Utilizing available HPC resources
m  Simplify user access and environment configuration under collaboration allocation

m  Remote management: Globus compute

o Software R&D: GPU & ARM & FPGA

o Improve the resource estimation and utilization (CPU/memory/IO/disk/etc.)

s Workload balance

m Reduce data write to the Ta
P More publications and plots can be found:

o And more...! https://atlas-swc.web.cern.ch/
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