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NERSC: Mission HPC for the Dept. of Energy Office of Science
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Large compute and data systems Broad science user base
e Perlmutter: ~7k A100 GPUs e > 10,000 users,
e 128PB Community Filesystem .... e 1000 projects,
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Building a Scientific Al ecosystem
Empowerment
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« Deploy optimized hardware and software systems
o Work with vendors for optimized Al software (e.g. NCCL on Slingshot)

« Apply Al for science using cutting-edge techniques
o “NESAP” and strategic projects - leverage lessons learned for broad ecosystem

- Empower and develop workforce through seminars, training and

schools as well as staff, student intern and postdoctoral programs
o Over 20 DL@ Scale tutorials (e.g. SC18-23), 1000s of total participants
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NERSC ML Survey

e Survey sentto all NERSC users
- captures their use both at
NERSC and elsewhere

e Every 2 years since 2018

o >200 responses this year
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Maturity

e Some shift towards
more mature
applications since
2022

e Still alot of R&D
compared to in-
production

e 37% claim to have
Al “in production” for
science

How do you rate your expertise in Machine Learning? 2024
199 responses
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25

(12.6%)

10 (5%)

What is the level of maturity of ML in your research? (mark all that apply to your projects)
197 responses

Brainstorming / researching

possible ML approaches 95 (48.2%)

Developing / exparimenting with

new ML solutions 138 (70.6%)

Refining f improving a partially
succassful ML application 126 (B4%:)
Fully developed ML workflow

7.1
used in scientific production 73 (37.1%)
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Range of applications

ML tasks

Regression

Classification

Unsupervised [ self-supervised
Generative modeling
Segmentation f object detection

Reinforcement learning

MLEMNERSC 2024 Preliminary
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Types of models

Fully-connected Neural Networks
Convolutional Neural Networks
Traditional ML

Transfarmers

Graph/Point Neural Networks
Recurrent Neural Netwaorks
Diffusion models

Gaussian Processes

MLENERSC 2024 Preliminary
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Science domains

Physics - General
Computer Sclence
Astrophysics
Chemistry

Earth and Environmental Sclence
High Energy Physics
Biosciences
Engineering
Cosmaligy

Applied Mathematics
Fusion Energy Science
HNuclear Physics
Materials Science
Geosciences

Medical

Robatics

Social Sciences

MLEMNERSC 2024 Preliminary
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ML workflows

ML for offline data analysis

Coupled ML+simulation

ML replacing simulation

ML for real-time experimental data

ML for control of scientific instrument

ML@MERSC 2024 Preliminary
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Do you use pre-trained models?
190 responses

| train application-specific models

from scratch 152 (80%)

| pre-train my own models and
use them for multiple applications

| use pre-trained models from
others (e.g. Huggingface, TF
hub)
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Al Software

Frameworks

PyTarch
scikit-learn
TensorFlow

Keras
PyTorch Lightning
JAX

Julia

MLEMERSC 2024 Preliminary
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Distributed training libraries

Framework built-in
DeepSpeed
Horovod

Ray SGD / Ray Train
Megatron-LM

NeMo

ColossalAl

ML@MNERSC 2024 Preliminary
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ML software usage

NERSC modules

Prebuilt binaries

Build from source

Containers

MLE@NERSC 2024 Preliminary

Weights & Biases Sweeps
scikit-learn hpo tools
kKeras Tuner

Optuna

RayTune

DeepHyper

Hyperopt
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HPO tools
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Need for Al at scale

Training time on single device

0y

ML@NERSC 2024 Preliminary

Minutes Hours Days

On how many devices do you train a mode|?

1201

Large scale
training

100 1

3 5 8 8

Data parallelism

Model parallelism

Mot needed

Hybrid parallelism

Pipeling parallelism

1GBorless  Up to 10 GB

Size of training dataset
MLGHERSE 2024 Preliminary
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User
challenges

Some free-text comments
[paraphrased]
Need for more resources
- Desire for comprehensive
software stacks
- Guidance on how to deploy
models
- Entry level training material
(inc on containers; batch
submission; performance..)

For your ML workloads at MERSC, what are your biggest pain points? Please rate your level of
concern or challenges with the following:

100 Il Mo challenge or concern Il Somewhal challenging I Highly challenging

75
50

25

Installing/using Application Getting interactive Submitting jobs Getting jobs through
softwara parformance resourcas for the quawes
developmentiesting

How well does the ML software stack at NERSC satisfy your needs?

159 responses
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We also directly monitor user workload  woi=mm

mm PyTorch
1000 -

* data from May-Nov

e Instrument user python imports
o Catches user imports whether they use
our modules or not (some data is missed
like jobs that hit wall-clock time)
o Unique users >30x since 2017 : ,
e May-Nov 2024 Data: e N
>1k Unique PyTorch users
Twice as popular as Tensorflow
SciKit-learn remains popular
Significant usage of distributed DL

800 1

600

400 1

Number of Unigue Users

200 4

o
m 0 100 200 300 400 500 600 L] BOD 800 1000 140D

Number of Unique Users 11


https://conference.scipy.org/proceedings/scipy2021/rollin_thomas.html

Conclusions

e NERSC has seen growth of Al in broad science user-base over the last decade
o Now >1000 unique users of Deep Learning libraries
o Shift in maturity and expertise towards production, but still need for
experimentation and demand for introductory training resources
e Standard frameworks (e.g PyTorch) and open source tools dominate
o These frameworks have changed drastically over this period and others like
Jax are rising fast
o Growth in using pre-trained models, generative Al, transformers etc. but
majority of use-cases (from survey results) involve other model
architectures, and training models from scratch.
o Also significant need for interfacing with other scientific software/simulation.
e Opportunities for further analysis from direct workload monitoring
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