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AGENDA

Executive Session Review Chair
Welcome Mike Papka

Project Overview Jini Ramprakash

Technical Overview and Early Science Kevin Harms
9:40 : .
Chris Knight
Break
Technical Requirements Taylor Childers
Benchmarks Chris
(Working Lunch) | | ALCF-4 Team
' Discussion & Questions from the committee
(Working Lunch) Executive Session Review Chair
Facilities Jon Cisek
ALCF-4 Risks Review Noah / Jini
Break
Executive Committee Q&A with ALCF-4 team Review Chair
Executive Writing Session Review Chair
Adjourn / Tour of Aurora Susan Coghlan

18:00 Dinner
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IN CASE OF EMERGENCY

Dial 9-1-1 on an Argonne phone or 630-252-1911 on your cell phone and follow operator
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EMERGENCY EVACUATION FROM THE
CONFERENCE CENTER

In case of fire or other emergencies follow the exit signs
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ASSEMBLY AREA FOLLOWING EVACUATION
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EMERGENCY SHELTERS

Proceed to rest rooms, catering area, loading dock, and stairwells
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OTHER

Near the restrooms

» Men's and women's rest rooms are located just
outside the entrance to the main 7 story section
of the building on the east side of the Conference
Center.

» There is a dedicated smoking area just outside
the Conference Center around the corner of the
main entrance on the north side of the building.

» Please use the smokers’ receptacle located
within the area.

Argonne &

NATIONAL LABORATORY

Argonne Leadership
Computing Facility



OUTLINE

* Origin of LCF @ DOE
= Mission Need Statement

= Key Project personnel and their roles

* ALCF-4 Project Goals
— Key Performance Parameters

* Mapping charge questions to presentations
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ORIGIN OF LEADERSHIP COMPUTING FACILITY

118 STAT. 2400 PUBLIC LAW 108-423—NOYV. 30, 2004

Department of Energy High-End Computing Revitalization
Act of 2004 (Public Law 108-423): oo 0542

Nov. 3 T . 9 o
ov. 30, 2004 0 require the Secretary of Energy to cary out a program of research and develop.
y 4 gran E: P

H.R. 4516] ment to advance gh-end computi ng.

Be it enacted the S
" 5 @ Oy the Senate and House o res ves
L the United States of America in Congress (zssemb[fef Predentatives of
SECTION 1. SHORT TITLE.
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T he Secretary Of En erg y’ aCti n g th ro Ug h th € Oﬁl ce Of \\\\u,\, comon

Science, shall
« Establish and operate Leadership Systems Facilities

* Provide access [to Leadership Systems Fac!lities] on a cpmpetitivfe,
merit-reviewed basis to researchers in U.S. |nrflus|t:rya|nrztlltgggg(s:i(eas

' ' ' ' r Fede :
higher education, national laboratories and othe —
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DOE Leadership
Computing Facility

« Established in 2004 as a collaborative, multi-lab
initiative funded by DOE'’s Advanced Scientific
Computing Research program

« Operates as one facility with two centers, at
Argonne and at Oak Ridge National Laboratory

» Deploys and operates at least two advanced
architectures that are 10-100 times more
powerful than systems typically available for
open scientific research

« Fully dedicated to open science to address the
ever-growing needs of the scientific community
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DIVIEON DIRECTOR ARGONNE LEADEI\I;iI;IeIIITE Cpgm PUTING FACILITY

Meg Ambroz* Division Director
HR Manager

Jini Ramprakash
Beth A. Cerny Deputy Division Director
Communications

Paige Kinsley ) Susan M. Coghlan
Education Outreach Project Directorr
*CELS SHARED
David E. Martin SERVICES ALCF-4
Industry Outreach Jini Rampraskash

Project Director
Vitali Morozov )

Postdocs Kevin Harms
Technical Director

Dana Silvestri
ES&H Cocla;ldinaltor DIRECTOR OF SCIENCE

Katherine M. Riley

Katie Sims-Partacz* [
Financial Business Manager }
[

DIRECTOR OF OPERATIONS [ APPLICATIONS |
William Allcock Llige el : Timothy J. Williams :
DEPUTY DIRECTOR TECHNOLOGY , , |
OF OPERATIONS Kalyan Kumaran , Matrixed Staff |
Torrance |. Leggett [ et (1P, (D, H(ES |
L - = J
ALAS S8 SEMEee PERFORMANCE PERFORMANCE -
& NETWORK INTEGRATION || || || C. Knight
ENGINEERING ENGINEERING {nng)
ADMINISTRATION GROUP S. Park K H Materials and
R. Milner W. Allcock - rarker - miarms Chemistry
TECHNICAL BUSINESS VISUALIZATION ARTIFICIAL CPS
SUPPORT INTELLIGENCE — & DATA ANALYSIS [— INTELLIGENCE L P./{'. O_sbornd
) ysics an
H. Som D. Waldron J. Insley V. Vishwanath Engineering
HPC HPC DATA SERVICES
INFRASTRUCTURE STORAGE — AND WORKFLOWS
J. Reddy J. O’'Connell T. Uram
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| class of system
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2023 ALCF Users by Affilliation

ALCF AT A GLANCE IN 2023 o2

« Users pursue scientific challenges
* In-house experts to help maximize results 02
» Resources fully dedicated to open science

01

[l Academia 857

357|\/| node-hours of compute time - it =

2023 U.S. ALCF Users by State

A1/ active projects

1,624 facility users
230+ publications
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ALCF Systems Evolution

Crux
HPE-AMD
ThetaGPU : |
Intrepid Mira Theta NVIDIA Polaris Aurora
IBM BG/L IBM BG/P IBM BG/Q Intel-Cray XC40 - DGXAL00 : HPE Intel-HPE
2007 2012 2017 2020 2021 2023
JLSE (2013) Al Testbed (2020) Edge Testbed (202% ,
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LEADERSHIP COMPUTING FACILITY UPGRADE -
MISSION NEED STATEMENT

= “This falls short for scientific applications in the CY 2026-2031 timeframe that will need a 5x-10x
Increase in application performance.”

» “DOE goals for the Energy Earthshots are ambitious [...] Leadership computing will accelerate and
optimize efforts across the Earthshots, and more advanced capabilities will allow optimization within
and across the Earthshots to maximize impact.”

= “Industries of the future, a bipartisan priority, are heavily interdependent with progress in HPC — these
Include Quantum Information Science, Quantum networking, Artificial Intelligence, and
microelectronics.”

» “The next generation leadership computing ecosystem will be designed to interface the IRl environment
that supports automated workflows, data integration, and Al technologies and integrates distributed
resources and advanced data technologies with edge-to-exascale capabilities that reduce the time from
experiment and observation to scientific insight.”

Argonne Leadership
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PROJECT LEADERSHIP TEAM

Jini Ramprakash Kevin Harms Susan Coghlan
ALCF-4 Project Director ALCF-4 Technical Director ALCF-4 Project Advisor

ALCF-4 Project
» Focus on 0413.3b requirements
» Schedule, budget, reviews, ...

ALCF-4 Technical
» Focus on system build & science
requirements

« RFP/SOW, procurement, ...
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Ti Leggett Taylor Childers

ALCF-4 Project Deputy ALCF-4 Technical Deputy
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PROJECT ORGANIZATION

(WORK BREAKDOWN STRUCTURE)

Leadership
Project Director: Jini
Technical Director: Kevin

Project Management
(CAM: ChrisW

Backup: Michael)

Facility Upgrade
(CAM: Jon

Backup: Mitch)

System Integration
(CAM: Ti

Backup: Haritha)

Design & Build
(CAM: Kevin

Backup: Taylor)

Science Enablement
(CAM: Scott

Backup: Chris K)

1
Project Controls Project System Storage Infrastructure Teqhn el Sy Sy§tem Acceptance Early Science Artlflaal Programming Env s esacl
(Michael) e () (Ryan) (Jack) (Skip) Requirements Procurement Architecture ) (ChrisK) Intelligence (Eree) Infrastructure
g 4 p (Taylor) (Kevin) (Kumar) (Brian H) (Venkat) (Tom)
Risk Management DRI Sy PFS Integration (el SEEEs NRE ESP DL Frameworks Tools Workflows
(Noah) TG g VErEgeme: (Alex) g MEgEEn — (Kumar) — . (Fillppo) ™ (JaeHyuk) (Christine)
(Mitch) (Ben A) (Ray P) (Chris K) pp ly
Transition to ) X Application / L : :
Operations GC Construction |__ System Software L Security Early System |__ ScienceSoftware |— PythonlLibraries | __ Compilers |__ Science Patterns
e (TBD) (Sean) (Jeff) (Servesh) (Bethany) (Thomas) (Riccardo)
(Jini) (Steve)
Scheduler MomfiE: Al Accelerators et AmEs & Model/Data Libraries SRS AT
— (Paul) _ Telemetry, (Murali) — Support Curationand — (Colleen) === Orchestration
Reporting (Haritha) Governance (Aditya)
(Ben'L) (Huihou)
TCSB EXtTmal DISerx Training & Docs Visualization
— ntegration v Silvi
(Jason Budd) (Carissa) (vasaman) | o ngation Models (e
(Sam)
Sy Communications
b— Interconnect - (Beth)
(Greg)
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PROJECT ORGANIZATION

(WORK BREAKDOWN STRUCTURE)

Leadership
Project Director: Jini
Technical Director: Kevin

Project Managemenf
(CAM: ChrisW

Facility Upgrade
(CAM: Jon

System Integration Design & Build
(CAM: Ti (CAM: Kevin

Science Enablement
(CAM: Scott

Backup: Michael) Backup: Mitch) Backup: Haritha) Backup: Taylor) Backup: Chris K)
1
. . Technical System System Acceptance . Artificial .
PrOJ(el\j:”tcan:lt)rols Mana P;?fe%tt (Jon) S()éstaenr? S(tg:kg)e e fra(sstl:;Jiture Requirements Procurement Architecture .p Ea[gh??;eKr;ce Intelligence Progrzag:in;::)g Y Infrastructure
g 4 p (Taylor) (Kevin) (Kumar) (Brian H) (Venkat) (Tom)
Risk Management DRI Sy PFS Integration (el SEEEs NRE ESP DL Frameworks Tools Workflows
(Noah) TG g VErEgeme: (Alex) g MEgEEn — (Kumar) — . — (Fillppo) ™ (JaeHyuk) — (Christine)
(Mitch) (Ben A) (Ray P) (Chris K) pp ly
Transition to _ Application /
Operations GC Construction |__ System Software L Security | EarlySystem |__ ScienceSoftware |— PythonlLibraries | __ Compilers |__ Science Patterns
e (TBD) (Sean) (Jeff) (Servesh) (Bethany) (Thomas) (Riccardo)
(Jini) (Steve)
Scheduler MomfiE: Al Accelerators et AmEs & Model/Data Libraries SRS AT
— (Paul) _ Telemetry, — (Murali) — Support | Curationand — (Colleen) === Orchestration
Reporting (Haritha) Governance (Aditya)
(BenlL) (Huihou)
TCSB EXtTmal DISerx Training & Docs Visualization
— ntegration — v o Silvi
(Jason Budd) (Carissa) (vasaman) | o ngation Models (e
(Sam)
| Sy Communications
b— nterconnect - (Beth)
(Greg)

* CAMs indicated with red frame
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SCHEDULE AT A GLANCE

Task name

CY 2024 CY 2025 CY 2026

CY 2027

CY 2028 CY 2029 CY 2030 CY 2031

20 | 2 40 1 0 32Q 4 1 20 3 40 14

20

0

40 0 1 I 2 40 1 3 3g 4 1a 20 3 40 1 20 30

Develop RFP

Draft Technical Requirements Released (Jun 2024)
Feedback / Prep for Design Review

Design Review (Aug 2024)

Feedback / Prep for CD-1

Argonne Directors Review (Oct 2024)
CD-1/3A IPR (Dec 2024)

Refine RFF / Facility Planning

Release RFP [Jun 2025)

Review RFP Responses

Vendor Selection (Oct 2025)

Develop SOW

CD-2/3 IPR (Mar 2028)

Prepare Facilities for Systeam Delivery

Facility Ready for System Delivery (Dec 2027)
System Delivery and Installation

System Installation Complete (Jul 2028)

KPP Damonstration, Preparation for AT, and Acceptance of System
System Acceptance Complete (Jul 2029)
Prepare for CD-4

L3 CO-4 (Mar 2020)

Schedule Contingency (16 months)

L1 CO-4 (Jul 2031)

’D ft Technical Requirements Released (Jlun 2024)
Design Review (Aug 2024)

‘Argﬂnne Directors Review (Oct 2024)

‘cn-uampn {Dec 2024)

‘Release RFF {Jun 2025)

"u'endor Selection (Oct 2025)

‘cu-zﬁs IPR (Mar 2026)

‘Facilit',r Ready for System Delivery (Dec 2027)

’Sl,rstem Installation Complete (Jul 2028)

‘S',rstem Acceptance Complete (lul 2029)

‘LS cO-4 (Mar 2030

L1 CD-4 {ul 2031:‘
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PROJECT GOALS

» 5X-10x Improvement in application performance over Aurora

= Support traditional HPC computation, Al, and data intensive
computation

* Investigate potential to provide faster deployment and realization of
new technology for future systems beyond ALCF-4
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KEY PERFORMANCE PARAMETERS
Sope  twesol Jobjecve

Application 3x GeoMean > 5x GeoMean
Performance

Early Science Program 8 applications INCITE ready 15 applications INCITE ready

Applications
System Power <40MW <30MW
Programming 1 compiler, 2 compilers, 2 debuggers,
Environment 1 debugger, 2 learning frameworks
1 learning framework
IRl capabilities Support 3 IRI practice Support all 6 IRl practice

areas™ areas™

__X U.S. DEPARTMENT OF _ Argonne National Laboratory is a i
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PRACTICE AREAS

—

Resource Co-
Operations

Allocations/provisioning of
multiple heterogeneous
resources across multiple
facilities for large
collections of scientific
programs must be aligned
in time and planned. IRI
requires new levels of
cooperation,
collaboration, co-
scheduling, and joint
planning across facilities
and across DOE
programs.

o

Cybersecurity and
Federated Access

Users require a
distributed research
infrastructure with
seamless access and
consistent services while
the infrastructure must be
operated according to
cybersecurity
requirements and policies
set at the federal level.
Operators of user
facilities also have
different missions, and
thus different
regquirements, across the
lab complex. Balancing
these constraints can also
lead to sources of
impedance. Novel secure
design patterns and
architectures will be
required to support open
science-integrated
architecture for seamless
scientific collaboration.

User Experience

Understanding evolving
users’ needs and
experiences is critical for
technologists to develop
effective IRI solutions.
This area is central for
building an effective IRI.
Strategies for enabling
users, including
requirements gathering,
user-centric (co)-design,
liaising approaches, and
related topics, have been
proposed. This topic has
implications for all other
practice areas.

OO

Workflows,
Interfaces and
Automation

Users need to
systematically and easily
assemble system
components to support
IRI science cases in the
form of end-to-end
pipelines. Users should
be able to manage these
overlays and middleware
effectively across
facilities.

(L

Scientific Data
Lifecycle

Users need to manage
their data (along with
metadata) across facilities
from inception to curation,
archiving, dissemination,
and publication.
Technologists need to
understand the
requirements across
different communities to
develop solutions
appropriate for an IRl and
the principles of effective
data management to
provide a FAIR- based
data pipeline with end
user-focused interfaces.

-

Portable / Scalable
Solutions

Users and technologists
need their applications to
move/translate across
heterogeneous facilities
(be portable) and go from
smaller to larger
resources (be scalable).

Argonne Leadership
Computing Facility
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PRACTICE AREAS

oS T EIN EIN ENN ENN BN BN B by,

oS T EIN EIN ENN ENN BN BN B by,

oS T NN IIN EIN ENN BN BN B by,

, [ EREEY] \ , \ , \

1, o P = O

EEE - TIIIL " Q U :
Resource Co- Cybersecurity and User Experience Workflows, Scientific Data Portable / Scal able:
Operations Federated Access Interfaces and Lifecycle Solutions I
P Automation I
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Allocations/provisioning of
multiple heterogeneous
resources across multiple
facilities for large
collections of scientific
programs must be aligned
in time and planned. IRI
requires new levels of
cooperation,
collaboration, co-
scheduling, and joint
planning across facilities
and across DOE
programs.

Users require a
distributed research
infrastructure with
seamless access and
consistent services while
the infrastructure must be
operated according to
cybersecurity
requirements and policies
set at the federal level.
Operators of user
facilities also have
different missions, and
thus different
regquirements, across the
lab complex. Balancing
these constraints can also
lead to sources of
impedance. Novel secure
design patterns and
architectures will be
required to support open
science-integrated
architecture for seamless
scientific collaboration.
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Understanding evolving
users’ needs and
experiences is critical for
technologists to develop
effective IRI solutions.
This area is central for
building an effective IRI.
Strategies for enabling
users, including
requirements gathering,
user-centric (co)-design,
liaising approaches, and
related topics, have been
proposed. This topic has
implications for all other
practice areas.
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Users need to
systematically and easily
assemble system
components to support
IRI science cases in the
form of end-to-end
pipelines. Users should
be able to manage these
overlays and middleware
effectively across
facilities.

‘—-----------'
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Users need to manage
their data (along with
metadata) across facilities
from inception to curation,
archiving, dissemination,
and publication.
Technologists need to
understand the
requirements across
different communities to
develop solutions
appropriate for an IRl and
the principles of effective
data management to
provide a FAIR- based
data pipeline with end
user-focused interfaces.
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Users and technologists
need their applications to
move/translate across
heterogeneous facilities
(be portable) and go from
smaller to larger
resources (be scalable).

‘—-------
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SUMMARY

» LCF Upgrade Mission Need Statement includes
— Significant increase in leadership computational and data science capabilities
— Advanced capabillities to maximize impact

— Interface the IRI environment that supports automated workflows, data
Integration, and Al technologies

* Project Goals align with LCF Upgrade Mission Need Statement
— 5x-10x improvement in application performance over Aurora
— Support traditional HPC computation, Al, and data intensive computation

— Investigate potential to provide faster deployment and realization of new
technology for future systems beyond ALCF-4

= Core team members bring experience and expertise to the ALCF-4 Project

U S. DEPARTMENT OF Argonne Nanona\ Laboratory is a .
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MAPPING CHARGE QUESTIONS TO TALKS

1.1s the technical approach appropriate to support the ALCF-4 Mission Need

requirements?
— Project Overview, Technical Overview and Early Science (Speakers: Jini Ramprakash,
Kevin Harms & Chris Knight)

2.Are the RFP technical requirements reasonable, clear, and consistent with the

goals and objectives for the ALCF-4 project?
— Technical Requirements, Benchmarks (Speakers: Taylor Childers, Chris Knight)

3.Does the ALCF facility upgrade plan support the system requirements
specified in the RFP for the onsite options?

— Facilities (Speaker: Jon Cisek)

4.Have the major technical risks and appropriate mitigation strategies been
correctly identified for this stage of the project?
— ALCF-4 Risks Review (Speakers: Noah Legenski & Jini Ramprakash)

Z U.S. DEPARTMENT OF _ Argonne National Laboratory is a .
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