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THE QUANTUM MANY-BODY PROBLEM

Multidisciplinary impact: nuclear physics (and high-energy physics), quantum chemistry, condensed 
matter physics, materials science..
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Goal: predict the properties of systems made of several quantum particles from the first principles 
of quantum mechanics. 
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Goal: predict the properties of systems made of several quantum particles from the first principles 
of quantum mechanics. 

Multidisciplinary impact: nuclear physics (and high-energy physics), quantum chemistry, condensed 
matter physics, materials science..
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CURSE OF DIMENSIONALITY AND NQS
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NUCLEAR PHYSICS APPLICATIONS

16O

16O

We developed NQS to solve the many-body problem for nuclei and neutron-star matter

C. Adams, AL, et al., Phys. Rev. Lett. 127, 022502 (2021)

2

slightly larger than the experimental value of �18.9(4)
fm, see [41] and references therein, while the e↵ective
range is well reproduced. The Hamiltonian also contains
a repulsive three-body force that ensures the stability of
nuclei.

We approximate the ground-state solution of the nu-
clear many-body problem with an NQS ansatz that be-
longs to the hidden-fermion family [42], recently general-
ized to continuum Hilbert spaces and applied to atomic
nuclei in Ref. [29]. In addition to the visible spatial and
spin coordinates of the A neutrons, R = {r1 . . . rA} and
S = {sz1 . . . szA}, the Hilbert space contains fictitious Ah

hidden-nucleon degrees of freedom. In this work we use
Ah = A = 14 so that the system is as flexible as possi-
ble, but in practice we have also found using as few as
8 hidden nucleons gives very similar results. The wave
function can be conveniently expressed in a block matrix
form as

 HN (R,S) ⌘ det


�v(R,S) �v(Rh, Sh)
�h(R,S) �h(Rh, Sh)

�
. (1)

As in Ref. [29], �v(R,S) is the A ⇥ A matrix represent-
ing visible single-particle orbitals computed on the visible
coordinates while the Ah ⇥ Ah matrix �h(Rh, Sh) yields
the amplitudes of hidden orbitals evaluated on the co-
ordinates of the Ah hidden nucleons. Finally, �h(R,S)
and �v(Rh, Sh) are Ah ⇥ A and A ⇥ Ah matrices giving
the amplitudes of hidden orbitals on visible coordinates
and visible orbitals on hidden coordinates, respectively.
All the above matrices are expressed in terms of deep
neural networks with di↵erentiable activation functions
— see Ref. [29] for additional details. To respect the
Pauli principle, the coordinates of the hidden nucleons
must be permutation-invariant functions of the visible
ones. We enforce this symmetry by using a Deep-Sets
architecture [43, 44] with logsumexp pooling. Addition-
ally, the discrete parity and time reversal symmetries, are
enforced in the same manner as Ref. [29].

Inspired by the success of quantum-chemistry NQS [32,
33], we augment the flexibility of the ansatz by perform-
ing a generalized backflow transformation to the visi-
ble coordinates of the hidden-nucleon matrix: (R,S) !
(R̃, S̃). We use the Deep-Sets architecture again to en-
force fermion anti-symmetry

(r̃i, s̃
z

i
) = ⇢bf

⇣
ri, s

z

i
, log

⇣X

j

exp(�bf(rj , s
z

j
)
⌘⌘

. (2)

To further augment the expressivity, separate ⇢bf and
�bf neural networks are used for each of the A visible
coordinates.

We simulate infinite neutron matter using 14 particles
in a box with periodic boundary conditions. Following
Ref. [45], the latter are imposed by mapping the spatial
coordinates onto periodic functions by

ri !
✓
sin

✓
2⇡ri
L

◆
, cos

✓
2⇡ri
L

◆◆
(3)

which ensures the wave function is continuous and di↵er-
entiable at the box boundary. Here L is the size of the
simulation periodic box, and the sin and cos functions
are applied element-wise to ri. Finite-size e↵ects due
to the tail corrections of two- and three-body potentials
are accounted for by summing the contributions given by
neighboring cells to the simulation box [46].

Evaluating the expectation values of quantum mechan-
ical operators, including the Hamiltonian, requires car-
rying out multi-dimensional integration over the spatial
and spin coordinates of the neutrons. To this aim, we
exploit Monte Carlo quadrature and sample R and S
from | HN (R,S)|2 using the Metropolis-Hastings algo-
rithm [47] — additional details can be found in the sup-
plemental material of Ref. [27]. The best variational
parameters defining the NQS are found by minimiz-
ing the system’s energy, which we carry out using the
R(oot)M(ean)S(quared)Prop(agation)-enhanced version
of the stochastic-reconfiguration optimization method in-
troduced in Ref. [29].

Results and discussion. We first benchmark the ex-
pressivity of the hidden-nucleon NQS for periodic sys-
tems by comparing the energy per particle of infinite
neutron matter against “conventional” variational Monte
Carlo (VMC), and both constrained-path and AFDMC
results. The variational wave function used in state-of-
the-art neutron-matter studies, see for example [7, 21],
contains a spin-independent Jastrow factor that multi-
plies a Slater determinant augmented by spin-dependent
backflow correlations. The constrained-path approxi-
mation, commonly employed to alleviate the AFDMC
fermion-sign problem [19], brings about a bias in the
ground-state energy estimate [6, 21]. Exact results can be
obtained by performing unconstrained propagations, but

0 1000 2000 3000 4000
Optimization Steps

6.4

6.5

6.6

6.7

6.8

6.9

7.0

E
ne

rg
y

pe
r

pa
rt

ic
le

(M
eV

)

NQS

AFDMC (unconstrained)

AFDMC (constrained)

VMC

Hartree-Fock

FIG. 1. NQS training data in neutron matter at ⇢ = 0.04
fm�3 (data points) compared with Hartree-Fock (dotted line),
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AL, et al., Phys. Rev. Res. 4, 043178 (2022) B. Fore, AL et al., Phys. Rev. Res. 5, 033062 (2023)
A. Gnech, AL, et al, Few Body Syst. 63, 1 (2022)
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FIG. 2: Final converged energies per particle as a
function of the MPNN depth T . The interaction
parameters are set to v0 = 1 and µ = 5, which
translates to an e↵ective range of re = 0.4.

FIG. 3: mu = 40 point is still training

gies ⇠1-2% lower than DMC-BCS as the e↵ective range
is decreased from re = 0.4 (µ = 5) to re = 0.1 (µ = 20).
At re = 0.05 (µ = 40), we agree with DMC-BCS within
errors. check if this is true after training is done. Dis-
crepancies with BCS is certainly due to narrow width of
net

add plot of two-body densities

In Fig. 4, we explore the BCS-BEC crossover region
for a fixed e↵ective range re = 0.2. The cases closer to
unitarity were used to pretrain the cases further away.

FIG. 4

1/akF V0 µ DMC-BCS PJ
-2 1.591974 11.96225 0.882(1) 0.88518(4)
-1 1.758427 11.06247 0.801(1) 0.80350(4)
-0.2 1.942846 10.23012 0.578(1) 0.56725(4)
-0.1 1.970732 10.11637 0.510(1) 0.50146(4)
0 2.0 10.0 0.428(1) 0.42082(3)
0.1 2.030776 9.880801 0.328(1) 0.32191(4)
0.2 2.063204 9.758564 0.208(1) 0.20183(3)
0.5 2.172161 9.371025 -0.319(1) -0.3190(1)
1 2.408707 8.632898 -2.053(1) -2.0492(1)

TABLE II: Parameters for the two-body potential in
Eq. (2) giving di↵erent scattering lengths with the same

e↵ective range re = 0.2. Values in red need to be
retrained with better initial state (seem to get stuck in
local minima). Almost all values need to run for longer.

T 1 2 5

SJ-PW 0.5552(8) 0.5490(5) 0.5419(4)
SJ-BF 0.5069(2) 0.5044(3) 0.5014(4)
PJ 0.4381(2) 0.43665(8) 0.4374(2)

HF 0.898(1)
DMC-PW 0.540(1)
DMC-BCS 0.446(1)

TABLE III: replace with something more interesting,
based on figure 3?

IV. CONCLUSIONS AND PERSPECTIVES

This study introduces three novel NQS based on the
Slater-Jastrow and Pfa�an-Jastrow frameworks in which
correlations are encoded by a message-passing neural net-
work. All symmetries and boundary conditions are incor-
porated by design and parameter-space redundancies are
minimized. Our results reveal that the SJ ansätze can

66

CONDENSED MATTER APPLICATIONS
We ventured into condensed-matter problems with NQS based on message-passing graph networks

5

III. RESULTS AND DISCUSSION

We test our variational Ansatz for the fully spin-
polarized and unpolarized electron gas, in di↵erent den-
sity regimes rs 2 [1, 100], and up to system sizes of
N = 128 electrons. We benchmark our ground-state
energies against a variety of methods. For large densi-
ties the reference results are obtained using transcorre-
lation augmented full configuration interaction method
(FCI) and distinguishable clusters with doubles (DCD)
method [34], both commonly used in quantum chem-
istry. At low densities, state-of-the art results are ob-
tained using Di↵usion Monte Carlo (DMC) with back-
flow (BF-DMC) [50, 51]. As mentioned above, compet-
itive results from currently available NQS architectures
– FermiNet [23] and WAPNet [22] (which uses modified
FermiNet-layers) – are available only for small system
sizes N 2 {14, 19}. For N = 128 electrons, we investi-
gate the low-density regime at rs = 110, 200, and com-
pare to fixed-node DMC (FN-DMC) results, obtained as
described in Appendix D.

FN-DMC is also used to assess the e↵ect of our back-
flow transformation on the nodal surface (dictated by the
choice of orbitals) for N 2 {27, 54} particles. We use an
energy of 1 mHa per particle (chemical accuracy) to judge
the significance of energy di↵erences between the di↵er-
ent methods. A full overview of our results, as well as all
benchmarks for the di↵erent system sizes and densities,
is provided in Tables I, II, III for the spin-unpolarized
case, and Tables IV, V for the spin-polarized case (see
Appendix E).

A. Small systems

The results for small system sizes N 2 {14, 19} are
depicted in the top panel of Figure 2. For N = 14
FCI can be used up to densities of rs = 5 and delivers
the lowest available ground-state energy for the HEG.
The energy di↵erence between our Ansatz and the FCI
results is lower than 1 mHa per particle, though the
computational cost of the FCI method scales exponen-
tially with system size. Other NQS architectures perform
comparably to the MP-NQS. The unrestricted version
of FermiNet performs slightly better (O

�
10�5

�
Ha/N)

than both the MP-NQS and WAPNet for rs  2, while
the MP-NQS and WAPNet improve over FermiNet for
rs = 5. The restricted version of FermiNet yields worse
ground-state energies than the MP-NQS over all probed
densities [23]. For rs � 5, where FCI is intractable, we
compare our results to the ones obtained with WAP-
Net and DCD. We find that our architecture slightly
outperforms WAPNet for all of the reported densities.
Furthermore, both neural-network-based methods out-
perform the DCD method. Nevertheless, all results lie
within a range of 1 mHa per particle. A similar pattern
is visible for the slightly larger, polarized case of N = 19
particles: the MP-NQS obtains slightly higher energies

than WAPNet for large densities (rs  5) and slightly
lower ones at smaller densities (rs � 5). The di↵erences
are lower than 1 mHa per particle in all cases and can be
considered negligible.

0.00
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Figure 2. Energy di↵erences between ground-state energies
obtained with other methods and with our model relative to
the corresponding Hartree Fock energy in the thermodynamic
limit for various densities, polarizations, and system sizes.
(Top panel) N = 14, 19, (Bottom panel): N = 54 particles.
Error bars are too small to be visible for most densities. The
corresponding numerical data can be found in Appendix E.

B. Large systems

For the larger system size of N = 54 particles, we can
only compare with FCI at high density rs = 1, where
our method achieves the same level of accuracy. As the
system size increases, the di↵erence between our results
and FCI decreases, with the two methods yielding statis-
tically indistinguishable results for N = 54.

We obtain significantly better ground-state energies
than BF-DMC, especially at high densities. This is in
stark contrast to the (FermiNet-based) architecture of
[27] (dubbed LiNet in the following), which does not
improve upon BF-DMC energies over the whole den-
sity regime (see Figure 2, bottom panel). Comparison
to DCD data shows that the MP-NQS can consistently
improve the ground-state energies for all examined den-
sities, with energy di↵erences exceeding 1 mHa per par-
ticle. This indicates that while the accuracy of DCD de-
creases with increasing system size, our method appears
to maintain its accuracy independent of system size. As
expected, we reach higher accuracy compared to FN-
DMC due to the optimization of the nodal surface. The
di↵erence is ⇠ 1 mHa per particle at the largest density
but decreases with decreasing density because the nodal
surface does not contribute as much to the ground-state
energy in this regime. Similar behavior is seen for the
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PATH FORWARD WITH AURORA
Now (Swing, Theta-GPU, Polaris): 

• Quantum systems with up to ~50 particles on full Polaris with almost ideal scaling;

• Heavy nuclei, (up to Uranium!); relevant for FRIB (@MSU), ATLAS (@Argonne);

• Isospin-asymmetric nuclear matter; direct impact on astrophysical observations; 

• Spin-imbalanced Fermi gas closer to the thermodynamic limit; 

• Molecules, benchmark with state-of-the-art diffusion Monte Carlo and coupled cluster methods 

• Real-time quantum dynamics: Electron and neutrino-nucleus scattering, neutron-star cooling, 

nuclear fission and fusion, responses of condensed-matter systems; 

Aurora:

Ongoing and potential synergies   
• Multidisciplinary, ideal for CPS: Corey Adams, Yury Alexeev, Anouar Benali, Noemi Rocco; 
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