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The predictive accuracy of quantum machine learning 

(QML) models trained on quantum chemistry data and 

used for the navigation of chemical compound space 

(CCS) is inherently limited by the predictive accuracy of 

the approximations used within the underlying quantum 

theory.  
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Choice of training dataset: Atom in a 
Molecule: “AM-on” 

Elementary →  building blocks →   structure  → effect 

Letters →         words           →    sentence  → meaning 

Atoms →       AMONS          →    molecule  → property 

log(E) 

log(N) 

Choice of Theoretical accuracy for 
dataset training (beyond DFT methods) 

Collaborators:  

- Scales as N3 with the system size and linearly with 

the number of compute nodes.  

- Highly accurate for solids and molecules (within 

1kcal/mol from experimental measurements. 

- Fully exascale with highly efficient GPU 

optimizations 

Quantum Monte Carlo methods  



Amon based △-QML on QMC 

Huang, von Lilienfeld, Krogel, Benali JCTC (2023) https://arxiv.org/abs/2210.06430 

Converged DMC estimates of atomization energies for 

1’175 amons with N ≤ 5 from amon dictionary …  

 

and for 50 random QM9 molecules with N = 9 

Na : Number of amons used in the training 


