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OVERVIEW

• System Overview

• Account access

• Steps to Login

• Environment setup

• Workflow

• Example programs
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SambaNova Datascale SN30

• 4 Racks

• 8 nodes of SN30

• 8 RDUs or 4 XRDUs per node

• 8 Tiles per RDU 

• Group of 4 tiles

https://www.alcf.anl.gov/alcf-ai-testbed

 SambaNova Datascale SN30
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ACCOUNT ACCESS

• Step 1 : Request for an ALCF account

Request an ALCF account on 

our accounts page.

Need an active project account.

Help : accounts@alcf.anl.gov
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ACCOUNT ACCESS

• Step 2 : Request to Join project

Join project under "sn_training".

Check for "sambanova" under Request 

and view systems
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Connection and Login

• Step 3 : Login to SN30 node.

From local machine to login node :

From login node to a SN30 node :
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Environment setup

• SDK (SambaFlow software stack and the associated environmental variables) is 
set up at login.

• Pre-built environments under /opt/sambaflow/apps/

• Create new virtual environment and install packages
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Workflow
• Compile

• Model compilation and ' .pef ' generation.
• Maps the compute and memory resources required to run an application 

on RDUs
• Re-compile only when model parameters change.
• Significant compile times for large models.

• Run
• Model trained on RDU using the ".pef" generated as part of compile process 

and the training dataset.
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Example programs 

• /opt/sambaflow/apps/

• /data/ANL/scripts
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Example program - mnist

• Path :  "/opt/sambaflow/apps/starters/ffn_mnist

*Note : Make a copy of the apps directory into the home 

directory.

• Activate the environment.

• Compile and Run
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Example program – multinode

• Runs multiple instances of training on multiple tiles / RDUs / nodes in a data-
parallel fashion.

• Gradient accumulation on the RDU.

• Refer example :
• /data/ANL/scripts/Unet2d.sh

• /data/ANL/scripts/unet_batch.sh

• https://docs.alcf.anl.gov/ai-testbed/sambanova_gen2/example-multi-node-

programs/

• Environmental Variables
• OMP_NUM_THREADS (8/16/32)
• SF_RNT_NUMA_BIND (2)
• SF_RNT_FSM_POLL_BUSY_WAIT (1)
• SF_RNT_DMA_POLL_BUSY_WAIT (1)
• SAMBA_CCL_USE_PCIE_TRANSPORT (1)
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Example program – multinode

  For single instance run :

For multi instance run :

Note : Run the scripts after copying to your home directory
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Example program – multinode
• Activate environment

• Compile

• Run
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Utility commands

srun / sbatch : Run individual Python scripts in parallel with other scripts 

on cluster assigned by Slurm.

squeue : Check the scheduled jobs 

sntilestat  : Check the process on each tile / node.

sinfo , scancel
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Important directory paths and links

• Sambaflow models path : /opt/sambaflow/apps/

• Model scripts : /data/ANL/scripts/

• Important datasets : /software/sambanova/dataset/

• /software /projects

• AI Testbed User Guide

• Sambanova Documentation.

• SambaTune.
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Allocation programs 

Director’s Discretionary (DD) 

awards support various project 

objectives from scaling code to 

preparing for future computing 

competition to production 

scientific computing in support 

of strategic partnerships.

SN30 system is available for Director’s 

Discretionary (DD) allocations.

Allocations also available 

under INCITE, ALCC, and ALCF Data 

Science programs

Allocation Request Form
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THANK YOU
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BACKUP
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Connection and Login

• Step 3 : Login to SN30 node.
From local machine to login node :

From login node to a SN30 node :


